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The Traveling Salesman Problem (TSP) is one of the most studied problems in Combinatorial
Optimization literature. Several articles have been published on the subject and it remains today as
an interesting and challenging problem. The most common interpretation of the problem seeks the
shortest tour for a salesman on a number of cities or clients. Clients must be visited exactly one
time and the salesman must return to their home city. For a comprehensive survey of solution
methods, applications and related problems see the book of Lawler et al. [27]. Laporte [25] gives
another review, including applications examples on computer wiring, wallpaper cutting, hole
punching, job sequencing, dartboard design and crystallography. The problem is well known to be
NP-hard [25] justifying the use of heuristics, mainly for large scale problems. Johnson and
McGeoch [20] give a recent survey on the use of local search based heuristics.

Lagrangean relaxation is a well known relaxation technique frequently used to give bound
information to combinatorial optimization problems [see for example the survey papers [9, 10] and
the books [32, 36] ).  Held and Karp [17, 18] applied Lagrangean relaxation to TSP in beginning
of seventies. The relaxation limit approximates what is known today as HK (Held and Karp)
bound, a very good bound (less than 1% from optimal) for a large class of symmetric instances
[21]. Johnson et al. [21] report that exact HK bounds have been computed by a special purposed
linear programming code, for instances as large as 33,810 cities. For even large instances, is
applied the subgradient method proposed on the original Held and Karp papers and speeded up by
a number of algorithmic tricks [2,16,34,37,38]. Since for large instances we do not know the
optimal solution, the comparison of the heuristic and HK bounds is common practice.

Although of simple convergence conditions [8, 33], the convergence of subgradient methods can
consume a long time for some instances. The subgradient optimization is very sensitive to the
initial values for the multipliers and the rules applied for step size controlling. Efforts were made
to have theoretical foundations for these choices [3, 13], but until today the most popular



approaches are based on previous empirical experience  [19]. Other subgradient methods appeared
in literature [4,5,6,23,24,26]. More elaborated, they increase the local computational times
computing descent directions [6], or combining subgradients of previous iterations [4,5], or
realizing projections onto general convex sets [23,24,26]. Experimental results with some of these
methods show an improvement in performance compared to the subgradient method [23,26]. The
subgradient method remains the widely used approach in the Lagrangean relaxation context.

Reducing the initial erratic behavior of the subgradient method can result in fast convergence. For
large scale problems that can be interesting, even with the use of fast computers. The Lagrangean
relaxation can be adapted to use local information (optimization) provided by the surrogate
constraints to accelerate the subgradient method, conserving the same HK bounds. The idea is to
introduce a local optimization step at the initial iterations of a subgradient method. The first
relaxation is a surrogate relaxation of the assignment constraints at the TSP formulation, followed
by a Lagrangean relaxation of the surrogate constraint. A local Lagrangean dual optimization is
approximately solved. The process is repeated for a pre-defined number of iterations of the
subgradient method.

The surrogate duality theory is an old matter, that was not so intensively explored as the
Lagrangean counterpart (see the papers [7, 11, 12, 14, 22] and the book [32] for a formal view of
the subject). We explore here the simple relationship between the two relaxations, recalling that
Lagrangean multipliers can also be considered surrogate multipliers, and making profit of the local
optimization proportioned by the new local Lagrangean relaxation. The combination of the two
relaxations  is known as a Lagrangean/surrogate relaxation, and is best described on the Narciso
and Lorena work [31], for an application to Generalized Assignment problems. It appears to be
indicated to improve the use of subgradient schemes on Lagragean relaxation context, at least the
less elaborated ones as the traditional subgradient method.

Consider a TSP defined on a graph G = (V,E) , V={1,...,n}, and let the binary variable xij  be equal

to  1  if the edge (i,j) ∈  E is used in the optimal tour. C = [ ]cij  , where  c cij ji=  for all  i,j ∈  V, is
a distance (or cost) matrix associated with  E. The formulation is
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Constraints (1) specify that every vertex has degree 2,  constraints (2) are subtour elimination
constraints, and (3) the binary conditions.



The traditional multipliers  λk k V, ,∈ can be seen as surrogate multipliers, and

λk
k V

ik kj
j ki k

x x
∈ ><
∑ ∑∑ + −







 =2 0 , as a surrogate constraint. Using a one-dimensional multiplier  t ∈

R, and relaxing this surrogate constraint in the Lagrangean way gives the surrogate version of the
Lagrangean function (named Lagrangean/surrogate in [31])
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where  x  is a feasible solution to the length of the 1-spanning tree, obtained by the shortest tree
having vertex set V\{1} and two minimal distinct edges at vertex 1.

In our notation L(λ) = )(1 λL is the usual Lagrangean relaxation. The Lagrangean bound is
improved searching the solution of the dual  D(λ) = )}({ λλ tLMax (the dual value is the same for
both relaxations). For a given  λ,  a local dual can be identified here as  D t ( )λ  = Max Lt t{ ( )}.λ It
is interesting to note that for  t = 1  the local optimization induced by the surrogate constraints is
not considered. The same for each fixed value of  t. Also is immediate that for the same  λ ,
v[ D t ( )λ ] ≥  v[L(λ)], i.e., the local dual gives an improved bound to the usual Lagrangean
relaxation (v[(.)] is an optimal value for problem (.)). The local dual is approximately solved by a
naive one dimensional search for the best parameter  t .

The subgradient method is employed to solve problem D(λ), giving an approximated HK bound
for problem (P). We propose here to use the traditional subgradient method, with the step size
corrections provided by Held and Karp [18], without any modification or improvement. That
decision will respond the question if the original HK step was a good one. Observing the literature
for other suggestions on step size corrections and/or new step sizes, it become evident the
necessity of such modifications [3, 5, 16, 21, 34, 37, 38].

The multiplier updates observe the following formula
2
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(where v f  is the value of a feasible solution to (P)). It is easy to see different relaxation bounds

sequences observing that the subgradients are distinct, g gt
λ λ≠ 1 (in general). The control

parameter  β  is the Held and Karp [19] control that makes  0 2≤ ≤β , beginning with  β = 2. If
after 20 iterations  v L t[ ( )]λ   not increases,  β  is updated to  β = β / 2 .

A sample of symmetric instances was selected from the TSPLIB (http://www.iwr.uni-
heidelberg.de/iwr/comopt/soft/TSPLIB95/tsp) to conduct a computational comparison between the
application of the usual Lagrangean relaxation (multiplier  t  is fixed to 1 at each iteration of the
subgradient method) and the Lagrangean/surrogate (that explore the one dimensional search for  t
on a number of initial iterations of the subgradient method).



The instances are: uly16m; uly22m; att48; berlin52; kroA100; tsp225; pcb442; pr1002; d1291,
rl1304; nrw1379; d1655; vm1748; rl1889 and u2152 (refereed in the following simply as 16, 22,
48, 52, 100, 225, 442, 1002, 1291, 1304, 1379, 1655, 1748, 1889 and 2152).

Let gap = (optimal solution – relaxation)/optimal solution. Table 1 shows for each problem the
Lagrangean best gap (%) and the elapsed time (time1) to reach this gap, the
Lagrangean/surrogate best gap (%) and the elapsed time (time2 to reach the Lagrangean best
gap, and finally the time ratios time2/time1 (%). The Lagrangean/surrogate was able to reach 6
tighter bounds, all after the size of 1002. Observing the last column we can see, for example,  that
it reached the better Lagrangean bound using only 2.6 % of time on problem 1889 , 2.8% on
problem 1002, 3.7% on problem 1748, 5.3% on problem 1304. The economy of time was not
representative for two small instances (52 and 225).

We investigated in this paper the effects of local search on Lagrangean relaxation applied to
symmetric TSP. The local search was simply justified considering the Lagrangean multipliers as
surrogate multipliers, affected by a local one-dimensional Lagrangean dual. The local search can
be a straight one, giving in few iterations a better one-dimensional multiplier than the usual
Lagrangean multiplier (fixed in one). We hope that the Lagrangean/surrogate approach can be
useful for even large scale TSP instances, considering the importance of HK bounds for heuristic
performance comparison [20, 21]. It is also important to note that the refereed approach is
independent of the step size and subgradient direction used (if the convergence conditions were
observed).

Problem Lagrangean
best gap
%

Time1 (sec)
Lagrangean
best gap

Lagrangean/
surrogate
best gap
%

Time2 (sec)
Lagrangean/surrogate
reaches Lagrangean
best gap

%
1
2

Time
Time

16 0.1 2. 0.1 1.03 51
22 0.1 9.1 0.1 4.6 51
48 0.3 19. 0.3 8. 42
52 0.3 5. 0.3 5. 100

100 2. 27. 2. 14. 51
225 4. 495. 4. 392. 92
442 1. 4054. 1. 997. 24
1002 4. 36714. 2. 1054.8 2.8
1291 3. 13431. 3. 3230. 24
1304 5. 28094.3 2. 1511. 5.3
1379 2. 9465.7 2. 3147. 33
1655 3. 29368. 2. 3029. 10
1748 5. 48413. 2. 1802. 3.7
1889 5. 87568. 2. 2275.4 2.6
2152 2. 31334. 1. 3648. 11.6

Table 1: Comparison: Lagrangean versus Lagrangean/surrogate
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