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Exemplo: Integracao Numeérica

- Dada: funcao nao-negativa f(x)
« Objetivo: Calcular a integral de f(x) em [a,b]

« Método: Regra do Trapézio

— Dividir intervalo [a,b] em n partes, largura h = (b-a) / n
— Aproximar area de cada intervalo com um trapézio
—i-eésimo intervalo: [ Xi1 , Xt + h] = X, Xi ]

— Area do i-ésimo intervalo ~ [ f(x.,) + f(x)].h/2

— Area total: [f(Xo)/2 + f(X,)/2 +f(X)+H(Xo)+ ... H(xn1)] . D




EX.: Integracao Numeérica
(implementacao sequencial)

float Trap(
float local a /*in */,
float local b [*in*/,
int local_n /[*in?*, el 1)
float h I*in *[) {
float integral; [* RESULTADO */
float x; Inti;
float f (float x); /* FUNCAO ALVO */
integral = (f(local_a) + f(local_b))/2.0;
X = local_a;

()

for (i=1;1<=local_n-1; i++) {
X=X+ h;
integral = integral + f(x);}
integral = integral*h;
return integral;




EX.: Integracao Numeérica
(Estrategia de Paralelizacao)

Dividir os n intervalos pelos P processadores:

« Cada processador calcula a integral em sua parte
« Cada processador envia seu resultado ao proc. 0
« Processador 0 calcula area total

Questoes a serem resolvidas:
— Fazer entrada de dados (a,b,n) para os processadores
(Solucao trivial: Processador O |é dados)

— Determinar intervalos de trabalho de cada processador
(Possivel solucao: Cada proc. com intervalos vizinhos)
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EX.: Integracao Numeérica
(implementacao paralela MPI)

h = (b-a)/n; local_n = nlp;
local_a = a + my_rank*local_n*h; local_b =local_a + local_n*h;

integral = Trap (local_a, local_b, local_n, h);

If (my_rank == 0) {
total = integral;
for (source = 1; source < p; source++) {
MPI_Recv (&integral, 1, MPI_FLOAT, source, tag,
MPI_COMM_WORLD, &status);
total = total + integral;
}
} else {
MPI_Send (&integral, 1, MPI_FLOAT, dest,tag, MPI_COMM_WORLD); }
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Medicao de Tempo com MPI

Funcao que retorna tempo “atual” (segundos):
double MPI_Wtime( )

Uso Tipico:

double inicio, final, delta;

MPI_Barrier( );
Inicio = MPI_Wtime( );
. (codigo a ser medido)
MPI_Barrier( );
final = MPI_Wtime( );
delta = final - inicio ;




Modelos de Desempenho
(definicao)

Definicao:
— Modelos matematicos que representam o tempo de
execucao de um programa

Utilidade:

— Representacao do tempo de execucao como funcao de n
(tamanho do problema) ou p (nUmero de processadores)

— Capacidade de predicao, para diferentes valores de n, p
Em Geral:

— Tempo de um programa serial: T=T,(n)

— Tempo de um programa paralelo: T=T,.(n, p)




Modelos de Desempenho
(speedup e eficiéncia)

Speedup de uma execucao paralela:
S(n,p)=T,(n)IT.(n,p)

Eficiencia de uma execucao paralela:
E(n,p) =S(n,p)Ip =Ts(n)Ip.T.(n,p)

Componentes do Custo de Execucao:
— Tempo de Computacao: proporc. ao no. comandos

— Tempo de Comunicacao:

« Tempo de uma mensagem: a + 3 X, onde x = tam.da
msg

- Tempo de véarias mensagens: depende do H/W do
sistema

— Tempo de E/S : iremos ignorar




Modelos de Desempenho
(exemplos de parametros de sistemas)

Parametros do tempo de uma mensagem:
o . laténcia
B . 1/larg.faixa
Valores Tipicos em Sistemas Reais (em us):

o B
Intel Paragon 29 0.052
Intel IPSC/860 65 2.7
IBM SP-2 35 0.23
NnCUBE2 170 4.7

TMC-CM5 95 0.89




Modelos de Desempenho
(exemplos)

Caso de varias mensagens (Ex: broadcast)
Num sistema do tipo hipercubo: T=k.log2p
Num sistema com barramento: T =Kk. (p-1)

Tempo Total do Ex. de Integracao Numeérica:
— Num hipercubo: T.=kin/p+Kk,.log,p + K,
— Com barramento: T,=k,n/p+k, (p-1) + ks

Speedup (supondo barramento):
S(n,p)=(kan+ks)I[kin/p+k,(p-1)+ k]
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Interface para Medidas em MPI

Objetivo:
— Obter estatisticas sobre o uso de funcdes de MPI
— Ex: Numero de chamadas a MPIl_Send( ) ; Tempo, etc.

Problema:
— Chamadas a MPI_Send podem estar dentro de outras
funcoes de MPI (p.ex. MPI_Bcast)
Solucao:
— No padrao MPI: MPI_Send () = PMPI_Send ()

— MPI1_Send( ): pode ser reescrita pelo usuario, incluindo
calculo de estatisticas e chamada a PMPI_Send()
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Interface para Medidas em MPI (exemplo)

Acumular o tempo gasto em MPI_Send( ), mas essa rotina
deve ser “linkada” antes da biblioteca MPI:

static double send _time = 0.0;

int MPL_Send (void* buffer, int count,MPI_Datatype datatype,
int dest, int tag, MPI_Comm comm) {
double start_time, finish_time;
Int return_val;

start_time = MPI_Wtime ();

return_val = PMPIL_Send (buffer, count, datatype, dest, tag,comm);
finish_time = MP1_Wtime ();

send_time = send_time + finish_time - start_time;

return return_val;
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